

Deployment Certification

Backup and Recovery

1.0 Purpose and Overview
In compliance with State of Maine, Office of Information Technology policy:

“Deployment Certification Policy for Major Application Projects”
http://www.maine.gov/oit/oitpolicies/DeployCertPolicy.htm
(This document is intended to provide supporting facts regarding Item V.A.12 of the above named document.)

Testing responsibility:  Responsibility Shared between the Agency Applications Team & Core Technology Services
Backup and Recovery Tests ensure disaster recovery and planned rollback

Specifically, the certification item calls for ‘Backup and Recovery Tests: Two distinct tests must be performed as part of backup and recovery.  The first is to restore the current state, or as close to it as possible, from the backup media in order to simulate recovery from a disaster.  The second is to rollback the system to a previous state from archived media in order to simulate recovery from a disastrous upgrade, a series of flawed transactions, etc.’
2.0 High level Timeline
Testing timeline:  The timeline required of Core Technology Services to complete the work associated with this certification is as follows:
	1
	Review of backup and recovery testing procedure with approval of the plan by the Manger of Backup and recovery
	1 day

	2
	Implement Backup & Recovery Solution for Device/s
	4 days

	3
	Perform Launch Certification Test
	2 days

	4
	Perform System Failover Test 
	1 day

	5
	B&R Certification Report Development and Remediation review
	3 days

	Schedule must provide 1 iteration for repeating steps 1 -5

	6
	Certification Report Review and Sign off
	1 day

	7
	Finalize & Submit B&R Launch Certification Report
	1 day


3.0 General Information 
	To be completed by the Test Lead 


	Date:

      
	Project/Application Name: (w/ acronym if applicable):

     

	CTS IT Tech Lead/CTS PM:

     
	Agency/Bureau:

     

	Agency IT Tech Lead/Agency PM:

     
	CTS Test Lead:

     


Core Technology Services technical staff responsible for executing the test.:

By:






By:





Title:                                   



Title:                                                  

Date:






Date:






Core Technology Services Director or System Section Manager sign-off:

By:





           
Title:                                         




Date:                                                               



Signature:                                                                                                                             

3.0 Deployment Certification

	Passed
      FORMCHECKBOX 

	Failed

 FORMCHECKBOX 

	Not Applicable

 FORMCHECKBOX 



4.0 System Backup Schedule & Offsite Storage Protocol

A. Database:

	To be completed by the Database Team 


The backup methodology for the (insert database name here and type of database) databases consists of full (incremental level 0) & differential (incremental level 1) backups done on a regular schedule utilizing Oracle Recovery Manager (RMAN) and CommVault.  The schedule is as follows:
 (Verify the schedule below is correct for the database in question)
	Type
	Destination(s)
	Day
	Start Time
	End Time*

	Full (incremental 0)
	To disk, then to tape
	Sunday
	21:45
	22:30

	Differential (incremental 1)
	To disk, then to tape
	Mon-Sat
	21:45
	21:55


* End Time is approximate, based on current database sizes

(Review below to ensure that it is correct for the database in question.  The below is provide as an example only)
Full backups are taken on Sundays starting at (insert time). Each weeknight, differential incremental backups are taken.  All archived redo logs are backed up during each full and incremental backup.

The Backup methodology consists of a hybrid of disk & tapes.  Backups are written to disk every day by RMAN, and then subsequently backed up to tape using CommVault.  The amount of backup information kept on disk is equivalent to the most recent 7 days of database history.

Oracle RMAN is utilized to manage the backups to disk, and how much information is retained on disk.  Once those disk backups are written to tape, CommVault then manages the tape retention policies. If data restoration is required, and the restore point falls within the 7 days of data kept on disk, RMAN handles the restoration and recovery from disk backups.  Should the restore point require data older than 7 days, CommVault will restore from tape backups to disk, and RMAN is then used to perform data restoration and recovery from disk to database.

RMAN’s data is backed up to tape using CommVault and the NDMP protocol which include full and incremental backups.  Full NDMP backups are submitted Monday night at 9PM and incremental submitted the other 6 nights at 7PM.  

Incremental backups are written to tapes and tapes are kept for 14 days.  These incremental or dailies as they are known by, are not rotated off-site.

Off-site tape rotation is part of the standard backup methodology, and so forms a part of the (insert system name here) methodology as well.   The Friday morning after the successful completion of a full backup (weekly), tapes are removed from the tape libraries and cataloged for processing at EDOC.  The first Monday after removal from the library the tapes are rotated off-site to Iron Mountain’s facility in Portland.  Off-site retention is as follows: 

	Frequency
	Type
	 Retention Period

	
	
	

	Weekly
	Full – 
	26 weeks

	  Monthly*
	Full 
	 3 yrs

	Yearly** – 
January and July
	Full
	10 yrs


 * Monthly full backs are the first full weekly of the month.
 **Yearly are the first full backup taken in the month of January and July only.

B. Unix/Windows Operating system
	To be completed by the UNIX or Windows Server Team 


The backup methodology for the (insert system name here) UNIX/Windows hosts as it refers to the Operating system for both the database and application server consists of full and incremental-level operating system backups, done on a regular schedule utilizing CommVault.  The schedule is as follows:

     (Update the Type field with the host name, IP address, destination, day, times and retention) 

	Type
	Destination(s)
	Day
	Submitted Time
	Retention Period

	 Full – server name and IP address
	To tape
	Mon
	21:00
	5 weeks

	Incremental - server name and IP address
	To tape
	Tue-Sun
	19:00
	Kept on tape for 14 days

	Full - server name and IP address
	To tape
	Fri
	20:00
	5 weeks

	Incremental - server name and IP address
	To tape
	Mon-Sat
	20:00
	Kept on tape for 14 days


(The information below should reflect the host in question)
Full backups are taken on Monday for (insert host name) and Friday for (insert host name), and incremental are taken are take the other 6 work days.  

The Backup methodology consists of going directly to tape.  On the (application name) application server operating system components are backed up on the schedule above.  All contents under root / on the operating system drive are being backed up with the exception of the Global filters listed below.

/**/*temp/*






/**/admin/*/bdump/*

/**/admin/*/cdump/*





/**/help/*

/**/admin/*/rnamlogs/*





/**/rdbms/audit/*

/**/Apache/modplsql/cache/session/*



/**/tmp/*

/**/batch.3.*/logs/*





/core

/**/galaxy/iDataAgent/jobResults/*

/**/sysman/emd/upload/*




/system/ontract/all/*

/system/contract/process/*




/cdrom

/u/app/web_default/reports_cache/repserver_dser/*

/**/admin/*/udump/*

/u/app/web_prod/forms9i/bms/logs/*


/var/opt/dce/rpc/local/*/c-0/*




/**/admin/*/adump/*

/**/admin?*/change_track/*

/var/opt/SUNWsymon/log/*




/etc/**/Galaxy/*

/var/opt/SUNWsymon/PRM/agent/*

/var/spool/dclientmqueue




/var/spool/mqueue/*

/var/spool/sockets/pwgr/*




/tmp

In addition to the global filters, the follow are being excluded at the request of the Application support team.


/CPI/FOX/*

Off-site tape rotation is part of the standard backup methodology, and so forms a part of the (insert system name here) methodology as well.  The Friday morning after the successful completion of a full back, tapes are removed from the tape libraries and cataloged for processing at EDOC.  The first Monday after removal from the library the tape are rotated off-site to Iron Mountain.  Off-site retention is as follows:

	Frequency
	Type
	Retention Period

	-
	
	

	Weekly
	Full
	5 weeks

	Monthly
	Full
	12 months


Monthly backups are the last full backup of the month.

Provide a list of the global filters (these are the exceptions to what is being backed) and a list of the system filters.  The Application teams need to review these lists to ensure critical data is not being excluded.

C. Application Server
	To be completed by the Application Server Team. (This may be the Windows, Oracle, etc.)


The backup methodology for the (insert system name here) Unix/Windows Application servers consists of full and incremental-level backups, done on a regular schedule utilizing CommVault.  The schedule is as follows:
(Update the type field with the host name, IP address, destination, day and time)
	Type
	Destination(s)
	Day
	Submitted Time

	Full - server name and IP address
	To tape
	Mon
	21:00

	Incremental - server name and IP address
	To tape
	Tue-Sun
	19:00

	Full - server name and IP address
	To tape
	Fri
	20:00

	Incremental - server name and IP address
	To tape
	Mon-Sat
	20:00


Full backups are taken on Monday for (insert host name) and Friday for (insert host name) and incremental are taken are take the other 6 days.   

The directories that are backed up to support the application are: list directories 
The Backup methodology for the Application server consists of going directly to tape.  The insert host name hosts (all directories or reference list above) are backed up on the schedule above.  (Need to verify what is being backed up and state that here)

Off-site tape rotation is part of the standard backup methodology, and so forms a part of the (insert system name here) methodology as well.  The Friday morning after the successful competition of a full back, tapes are removed from the tape libraries and cataloged for processing at EDOC.  The Monday morning after removal from the library the tape are rotated off-site to Iron Mountain.   Off-site retention is as follows:

	Frequency
	Type
	Retention Period

	
	
	

	Weekly
	Full
	5 weeks

	Monthly
	Full
	12 months


Monthly backups are the last full backup of the month.

D. Application level testing

The application development/business teams need to be involved in the testing of their application.  CTS can not and should not solely validate the recoverability testing.  This section is design for the Application teams to explain their approach to validating testing.

5.0 Test scenarios

A. Test 1 – Operating system restore test
	To be completed by the UNIX/Windows Team 


The intent of test one is to test the recoverability of the Unix operating system.  Three operating system test scenarios were performed under Test 1:  

· Scenario #1:  Simulating a failed disk

· Scenario #2:  Simulating the loss of a home directory

· Scenario #3:  Simulating the loss of a major file system

Under Scenario #1, (sample results in red) we tested the mirroring of the operating system disk.  By removing the primary OS disk, the secondary disk took over, and the system remained operational.  This was validated by the UNIX team on two separate occasions as part of the operating system build and QA process. 

Under Scenario #2, (sample results in red) we tested the loss of a home directory by removing one home directory, restoring it from tape and validating functionality.  This was validated by the UNIX team.

Under Scenario #3, (sample results in red) we tested the loss of a major file system by removing the /var file system mount on the OAS host server, rebooting and restoring /var from CommVault.  This was validated by the Oracle Application Server team that all functionality was restored.

B. Test 2 – Application restore test
	To be completed by the Application Servers Team (IIS/Oracle, etc.)   The intent is to validate the middle layer recoverability.


Example in Red
Initial Pass:-
· Oracle Application Team requested the Backup & Recovery team to complete the backup on both servers on 10/09.

· Oracle Application Team renamed the folder under j2ee folder (meritsBatchProd to meritsBatchProd.jph.10092008) on both servers.

· Oracle Application Team requested the Backup & Recovery team to complete the recovery process on both servers.

· Oracle Application Team verified the recovery results and found that on one server (oit-teaqasmoep3) has an issue with the owner and permissions on the restored folder.

· The recovery process has restored.  d the folder with root user with 700 permissions on oit-teaqasmoep3.  The permission issue was only on the main folder for the container, all permissions for the folders and files under this main folder were correct.

 

Secondary Pass:
· Oracle Application Team deleted the recovered folder, and renamed the folder back to the original name and privileges.

· Backup and Recovery team performed the full back on oit-teaqasmoep3.

· Oracle Application Team renamed the folder under j2ee folder (meritsBatchProd to meritsBatchProd.jph.10152008).

· Backup & Recovery team completed the recovery test on oit-teaqasmoep3

· Oracle Application Team verified the results as follows:

· Comparing the recovery folder files with original folder.

· Starting and stopping the containers on both servers. 

· JDBC and DB2 Connection verification from EM console.

· Oracle Application Team confirmed that the restore test was successful.

(Insert here who from the application team validated the results)
C.  Test 3 – Database restore test
	To be completed by the Database Team 


(The database team needs to come up with some standard language that should go here.

Make sure you include who from the application team validated the results)
D. Application Recoverability Test

	To be completed by the Application Development/Business Team


(The purpose of this section is to describe the tests used to ensure that the application is working properly after the above recover test)
6.0 Components
	To be completed by the Supervisor/Manager of Backup and Recovery Team

	Example:

The purpose of these servers is to manage the batch & report processing for (insert system name here).  The application servers are located within two data center both residing on Sun v440s.  The application servers were not specified by the (insert system name here) project team to operate in an active-active configuration, which means there is no automatic failover for this layer.  As a result in the event we loose one of the servers failover will require either a manual restart of the batch processing or the (insert system name here) project team will need to configure the Espresso batch to handle the error exception by redirecting the job to the secondary application server without manual intervention.


(This section also needs to include a summary of the database HA/ or non-HA component)
7.0 Summary  
	To be completed by the Supervisor/Manager of Backup and Recovery Team and submitted to the Project Manager with copies to each of the participating Teams participating in the recovery scenario and the Director of Project Management.  Final signed document will be provided to the CTS Service Management Team for storage in Fortis.


	Example:

All test scenarios so far have been successful; the steps are documented and repeatable.  Due to the critical nature of this system, yearly simulated-disaster recovery tests will be done.


8.0 Deployment Certification

	Passed
      FORMCHECKBOX 

	Failed

 FORMCHECKBOX 

	Not Applicable

 FORMCHECKBOX 
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